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Investigating causes of heterogeneity in systematic reviews
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SUMMARY
What causes heterogeneity in systematic reviews of controlled trials? First, it may be an artefact of the summary measures used, of study design features such as duration of follow-up or the reliability of outcome measures. Second, it may be due to real variation in the treatment effect and hence provides the opportunity to identify factors that may modify the impact of treatment. These factors may include features of the population such as: severity of illness, age and gender; intervention factors such as dose, timing or duration of treatment; and comparator factors such as the control group treatment or the co-interventions in both groups. The ideal way to study causes of true variation is within rather than between studies. In most situations however, we will have to make do with a study level investigation and hence need to be careful about adjusting for potential confounding by artefactual factors such as study design features. Such investigation of artefactual and true causes of heterogeneity form essential steps in moving from a combined effect estimate to application to particular populations and individuals. Copyright © 2002 John Wiley & Sons, Ltd.
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‘in many meta-analyses, heterogeneity can and should be investigated so as to increase the clinical relevance of the conclusions drawn and the scientific understanding of the studies reviewed’ [1].

INTRODUCTION

Heterogeneity in systematic reviews can occur because of artefactual or real differences in treatment effect across the different studies included in the review. The real differences in effect are of great interest because of the potential to help identify who benefits most and who benefits least from a particular intervention. Berlin has presented numerous examples illustrating this point [2]. However, in order to identify real differences the potential causes of artefactual variation, such as differences in duration of follow-up or reliability of outcome measures, must first be recognized and adjusted for. Thus heterogeneity represents an
opportunity for further understanding of treatment effects but its exploration is plagued by a
number of important analytic difficulties.

We should first recognize that not everyone who undertakes an effective treatment will
benefit. If, for example, an intervention has a relative risk reduction, on average, of 25 per
cent, one-quarter of the expected events are averted by use of the treatment and 75 per cent
of the events will still occur, despite the treatment. Three-quarters of those hoping for the
benefit will not experience it. This is the case for many therapies, including aspirin, cholesterol
lowering and blood pressure reduction interventions. They are clearly all useful in decreasing
average risk, but they certainly do not eliminate risk.

Can we identify those people who will benefit and those people who will not? Very oc-
casionally this is possible. For example, a single patient \( n \) of 1 \( n \) trial can test whether an
individual patient is a responder to a particular treatment if repeated blinded cross-over of
alternative treatments is used. However this is only possible in chronic diseases for which
the treatment effect is transient. In the vast majority of cases we will not be able to test
empirically whether an individual is a responder. Instead we must search in both systematic
reviews and individual trials for factors which predict response, so called ‘effect modifiers’
or ‘treatment interactions’ (the former is the favoured term of epidemiologists, the latter of
statisticians).

WHAT DO WE MEAN BY A VARYING EFFECT?

The effects of treatment may vary across different patients and settings for reasons which
may be real or artefactual or both. To examine this we must first agree what is meant by
‘vary’. If we say a treatment effect is constant across different underlying event rates, there
are at least two broad categories of ‘constant’: a constant proportional effect and a constant
absolute effect. Over a range of risks, we cannot simultaneously have a constant proportional
and constant absolute reduction. Thus an effect may be constant on one scale but variable
on the other [3]. An empirical analysis of 115 systematic reviews found that the relative risk
and odds ratio appeared to be more constant than a risk difference. Schmid et al. [4] found
that the risk difference clearly changed with baseline risk in 31 per cent of cases, whereas
the relative risk and odds ratio clearly changed with baseline risk in only 13 per cent and 14
per cent of cases, respectively.

DETECTING EFFECT MODIFICATION IN SYSTEMATIC REVIEWS

We are interested in detecting factors that may produce true variation in the effects of treat-
ments. These factors may be categorized as:

(a) the patient or the disease group;
(b) the intervention timing or intensity;
(c) the co-intervention, that is, what other treatments the patient is receiving;
(d) the outcome measurement and timing.

Unfortunately the differences between the different studies in a systematic review are not
limited to these factors. Other features such as the quality of the design and conduct of
Table I. Real and artefactual causes of between-study variation in effect.

<table>
<thead>
<tr>
<th>Patient</th>
<th>Real</th>
<th>Artefactual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disease severity</td>
<td>Improper randomization</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>Differential follow-up (non-comparable groups)</td>
<td></td>
</tr>
<tr>
<td>Co-morbidity</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Real</th>
<th>Artefactual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td></td>
<td>Non-compliance</td>
</tr>
<tr>
<td>Duration</td>
<td></td>
<td>Cross-over</td>
</tr>
<tr>
<td>Dose</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Co-intervention</th>
<th>Real</th>
<th>Artefactual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drugs</td>
<td></td>
<td>Undetected co-interventions</td>
</tr>
<tr>
<td>Therapy</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Real</th>
<th>Artefactual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timing of outcome</td>
<td></td>
<td>Differential and non-differential measurement error</td>
</tr>
<tr>
<td>Event type</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The study, the extent of compliance with the intervention, and the accuracy of the outcome measures used may cause spurious, apparent differences in different treatment effects. These spurious differences may lead us to believe that some other factor is causing true effect modification. It is important to examine and to try to exclude such sources of difference in effect between studies before exploring the possibility of true effect modification.

Table I lists and categorizes some potential true and artefactual causes of differences in effects between different studies.

ARTEFACTUAL VARIATION

The quality of trial design has been clearly shown to affect the apparent results. Schulz et al. [5] have shown that improper allocation concealment is associated with odds ratios exaggerated by 41 per cent, on average. Similarly, lack of blinding of outcome assessment is associated with odds ratios exaggerated by 17 per cent, on average. These are crucial factors to consider. If, for example, the trials in one group of patients (say men) were uniformly poorly designed, and the trials in another group of patients (say women) were uniformly well designed, we may spuriously conclude that gender is a treatment effect modifier. Even if the trials have been well designed, have used proper allocation concealment, have succeeded in achieving full follow-up and blinded outcome assessment, other measurement differences may still lead to apparent differences between trials. For example, in the four large randomized trials of screening for blood in stools (faecal occult blood testing), the proportion of patients undergoing at least one screen varied between 60 per cent and 90 per cent. Clearly we cannot expect that the observed effects in such studies will be directly comparable, and methods of adjusting trials for the degree of non-compliance have been described to try to deal with this problem [6]. Of course, whether this variation is considered artefactual or not depends in part on your perspective: for the individual who will or will not comply it is artefactual, but to the policy maker non-compliance is a ‘real’ factor.

Variations in accuracy of the outcome measures used will also lead to differences in estimates of effects. This is illustrated in Figure 1, where a clear difference is seen in the (combined) results of trials using venography to assess the presence of deep venous thrombosis.
Figure 1. Artefactual effect modification. Apparent effect of antithrombotic treatment varies with measurement accuracy: fibrinogen scanning (less accurate) gives an average effect less than venography (more accurate) [7].

(DVT) and those using fibrinogen scanning [7]. Since fibrinogen scanning is less accurate than venography for detecting deep venous thrombosis, it will result in a number of false positives and false negatives, and hence dilute any real effect on true positives and true negatives. Such ‘non-differential’ misclassification tends to shift the estimated effect towards the null value, as is seen in Figure 1, where the effects for fibrinogen scanning are closer to a null value of 1 than the effects seen with venography.

What should we do about such artefacts? Obviously it would be ideal if the original trials could avoid these, but such universal perfection is unlikely ever to be achieved. According to Hunter and Schmidt [8], ‘corrections for errors in study findings due to study imperfections (which we shall call artefacts) is essential to the development of cumulative knowledge’. Such correction is only possible, however, if we know the effects of such study imperfections, that is the degree of compliance or the sensitivity or specificity of the outcome measures. Unfortunately, for many of the biases in studies, such as poor allocation concealment, the precise effects will not be known, and hence cannot be corrected for. Subsequently, we will be left to decide whether the effects of such defects lead to sufficient bias that the study should be omitted.

TRUE EFFECT MODIFICATION

If we have satisfied ourselves that there is unlikely to be any important artefactual effect modification, we may proceed to look at our real interest – true effect modification. Except in very large trials, single studies usually have insufficient power to reliably examine effects in subgroups. By combining the results of several studies, therefore, we are more likely to have sufficient power. However, to do this reliably, the main effect should preferably have tight confidence limits: if there is insufficient power to reliably examine the main effect, there is certainly insufficient power to look for any not very large differences between subgroups. The potential causes of true effect modification are those given earlier in Table I. Let us look at a few examples from the four categories of patient, intervention, co-intervention and outcome:
(a) The patient. If the intervention leads to a constant proportional reduction in effect, then the level of risk or severity of disease is important for predicting absolute effects. In this instance, high-risk patients or those with more severe disease will tend to have a greater absolute benefit. This may also be expressed by saying that a constant proportional effect implies an effect modification on the absolute scale such that those with greatest risk or severity have the greatest absolute benefit. Interaction may also occur on the proportional scale as illustrated by the analysis shown in Figure 2, where those at lowest risk appear to have no net benefit from coronary artery bypass grafting, whereas those at middle and high risk do, though the $p$-value for interaction here of 0.06 is not definitive [9]. This appears to be a ‘qualitative’ interaction with a beneficial effect at one end of the scale and a harmful effect at the other end of the scale. This has also been noted in the case of carotid endarterectomy and may be broadly true of surgical interventions, with those at very low risk not attaining sufficient benefit to outweigh the harms of surgery.

(b) The intervention. Many interventions will have a dose–response relationship: the effects increase with increasing intensity of the intervention (in the form of increased dose, increased duration or increased frequency). The effect will often plateau once an optimal dosage is reached and may even become harmful beyond this. Hence, exploration of such dose–response relationships is always advisable in any systematic review. It should be noted, however, that the dose–response relationship may be different for different outcomes. For example, the antiplatelet effects of aspirin are seen at minimal dosages such as 75 mg per day, the analgesic and antipyretic properties of aspirin require larger doses, and the anti-inflammatory properties larger doses still [10, 11]. As this example illustrates, there may be no single, uniform dose–response relationship for all outcomes of a single intervention. Rather, they may be outcome-specific.

The timing of therapy may also be important. A classic example is that of thrombolytic therapy for acute myocardial infarction, for which the benefits rapidly decline with time since the onset of chest pain [12]. Early institution of therapy is a reasonably obvious effect modifier, but there may be more subtle timing issues such as circadian...
or menstrual cycles. For example, there is some evidence that screening mammography is more sensitive in the latter part of the menstrual cycle [13].

(c) Co-interventions. Other treatments may have an effect on the intervention under study. For example, the antihypertensive effects of the angiotensin-converting enzyme inhibitor enalapril vary according to whether a patient is also taking a beta-blocker [14]. This is due to a significant negative interaction for the hypotensive effect that exists when both agents are taken simultaneously.

(d) Outcome measures and timing. An intervention may often not have the same size of effect on all outcomes. For example, antihypertensive therapy has differential preventive effects on different types of cardiovascular disease, with the incidence of stroke being reduced more substantially than the incidence of coronary heart disease [15]. Similarly, Cox 2 inhibitors do not have a uniform effect on gastric symptoms; when compared to traditional non-steroidal anti-inflammatory drugs, they result in substantially fewer gastric ulcerations, in spite of the fact that they lead to similar rates of gastric symptoms (dyspepsia) [16].

The effect may also vary with the time of measurement of the outcome. For example, in a meta-analysis of the effects of antibiotics in acute otitis media, no effect is seen at 24 hours after starting antibiotics, but at 2–7 days, one-third fewer children still have symptoms or some degree of pain [17], see Figure 3. In this instance we are making

Figure 3. True effect modification by timing. The effect of antibiotics on acute otitis media is nil at 24 hours, but becomes apparent at 2–7 days [17].

Copyright © 2002 John Wiley & Sons, Ltd.

comparisons between studies. Without doing an analysis within studies we cannot be certain the apparent differences are real and not the result of confounding by study design.

**WITHIN-STUDY, BETWEEN-STUDY EFFECTS**

How should a study of the true causes of effect modification proceed? One approach involves examining differences by study-level features – so called meta-regression [18]. While this is convenient, and often the only feasible option, it is not the most desirable because the differences between studies may be confounded by other study features.

Suppose, for example, that in the antibiotic and otitis media study referred to above, the outcomes for antibiotic A were only ascertained at 24 hours and 2 weeks, whereas for antibiotic B the outcomes were only ascertained at 3 days. If no effect of antibiotics is detected at 24 hours and 2 weeks, but an effect is detected between those time points, then the effect of different antibiotics is confounded by the study design – in this case the timing of the outcome measures. We cannot always disentangle such confounding by study design features, but it can often be reduced in systematic reviews using individual patient data.

Consider whether age might be an effect modifier in trials of antihypertensive agents for raised blood pressure. This may be either disguised or confounded by looking across the mean age of patients in different studies. Much better would be to take advantage of the within-study variation and examine the effect modification seen by age within each study. The estimate of this effect modification can then be pooled across the different studies. This issue is discussed further with examples elsewhere [19].

**TRANSFERABILITY AND APPLICATION OF TRIAL RESULTS**

Examining heterogeneity and effect modification is part of a broader objective of a systematic review: to decide in which, if any, future patient groups the net effect of an intervention is worthwhile. As stated earlier, even if a statistically significant overall treatment effect has been established, it is unlikely that the intervention will benefit everyone. The groups or individuals to whom the results of trials can be applied is rarely crystal clear. Common methods for assessing applicability based on the characteristics of participants in a trial, inclusion or exclusion criteria and subgroup analysis, are inadequate because they fail to account for the likely absolute benefits and harms in individuals. A better approach for identifying individuals or groups in whom the intervention is likely to produce a net benefit is based on a risk-benefit analysis examining the predictors of individual response and risk and how the risks and benefits balance [20, 21]. This analysis can be viewed as a five-step process, the first three steps relating directly to the transferability of the average treatment effect and the last two steps relating to aspects of individualizing the treatment decision:

1. *Identify the beneficial and harmful effects of the intervention.* All patient-relevant endpoints that may be influenced by the intervention should be considered, including adverse events. This is particularly important for individuals who are at low risk of
whichever adverse outcome the intervention is supposed to prevent. In such individuals, the intervention can be expected to achieve only a small absolute risk reduction, so the harms are much more important as they may outweigh the benefits. It is useful to tabulate all the possible positive and negative effects of the intervention, irrespective of data availability.

2. **Identify true effect modification in the relative treatment effect.** For each of the main outcomes (beneficial and harmful), we should attempt to identify any features of the population or intervention that modify the relative impact of the intervention. Ideally, this should be done using a multivariate model with appropriate interaction terms within each individual study. However, we will often have to make do with a study level meta-regression and hence need to be careful about adjusting for potential confounding by study design features. If effect modifiers are identified, then the steps below need to incorporate the effects in different groups.

3. **Assess whether the treatment effect varies with level of baseline risk.** Variation in the level of an (untreated) individual’s risk of an adverse outcome is almost always an important consideration. Generally, low-risk groups will have less to gain from an intervention than high-risk groups and may not therefore experience sufficient benefit to outweigh the harms. However, examining the effect of baseline risk is subject to several statistical traps, for example, correlation between RR, OR, or RD and control group risk, regression dilution bias, and confounding by study design [22, 23].

4. **Assess the predicted absolute risk reductions for individuals.** To assess whether therapy is worthwhile, it is necessary to know the absolute magnitude of the benefit (this may be expressed as the absolute risk reduction or as the number-needed-to-treat) and harms (expressed as absolute risk increase or number-needed-to-harm). As the former is likely to vary with baseline risk it is also necessary to know the individual’s expected event rate or severity. Estimates of the patient’s expected event rate (PEER) can be obtained from prognostic models (for example, from cohort studies) linking values of various characteristics of the patient to the probability of the disease of interest.

5. **Weigh up the benefits and harms.** The principal issue for the individual here is whether the predicted absolute benefit has greater value than the predicted harm and cost of treatment. Consideration of the individual’s preferences in relation to the potential benefits and harms is essential. If the previous step is done well, the trade-offs will often be clear. Methods developed in decision analysis, however, may also be useful. For example, quality-adjusted life-years (QALY) might provide a useful summary measure where there are trade-offs between quality and quantity of life.

**CONCLUSIONS**

Heterogeneity in treatment effect should be examined and explained. Exploration may reveal artefactual sources of variation resulting from poor study design, or potentially interesting ‘true’ sources of variation, related to characteristics of the individual, disease or intervention. Identification of true effect modifiers is an important intermediate step between combining studies and examining how the results apply to particular populations and individuals who may be at different levels of risk from those in the trial populations.
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